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ASSIGNMENT 2 – NER

Ø Grading : 
Ø 5 criteria; max 2 points per criterion 

1. General: length correct (2-3 pages) and proper writing + formatting

2. Description of the task and the data

3. Description of the adapted features

4. Baseline run with features from tutorial & experimental runs with adapted 
features (show results in table: Precision, Recall, F-score for the B and I tags) 

5. Sensible conclusions
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EXAMPLE REPORT



EXAMPLE RESULTS TABLES



ADVICE FOR FINAL ASSIGNMENT

Ø Formulate your own RQ 
Ø But don’t feel the urge to be extremely original; comparing methods or representation 

(embedding/feature) types is perfectly fine

Ø Start experimentation early
Ø So that you can change plans if it doesn’t work as expected

Ø Feel free to experiment with methods of others
Ø Applying an existing method to a different problem can be interesting

Ø If you want to use BERT models, have a look at
Ø https://huggingface.co/

Ø https://www.sbert.net/ (sentence BERT models)

Ø Make sure you understand what you do

Ø Negative results are fine! But always report what you did and what came out
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ADVICE FOR FINAL ASSIGNMENT REPORT

Ø Describe the problem and define the task in your introduction

Ø Describe the data qualitatively and quantitatively

Ø Report what settings you compared and what the results were

Ø Summarize the most important results in neatly formatted tables

Ø *Never* copy text from (web) sources or other students. This is 
considered plagiarism and will be reported to the Board of 
Examiners.

Ø Observe the page limit! Don’t use appendices that go beyond the 
page limit
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HOMEWORK

Ø In preparation of the final assignment, have a look at (see Brightspace):
1. Verberne, S., D’hondt, E., van den Bosch, A., & Marx, M. (2014). Automatic 

thematic classification of election manifestos. Information Processing & 
Management, 50(4), 554-567.

2. Karimi, S., Metke-Jimenez, A., Kemp, M., & Wang, C. (2015). Cadec: A 
corpus of adverse drug event annotations. Journal of biomedical 
informatics, 55, 73-81.

3. Rosenthal, S., Farra, N., & Nakov, P. (2017, August). SemEval-2017 task 4: 
Sentiment analysis in Twitter. In Proceedings of the 11th international 
workshop on semantic evaluation (SemEval-2017) (pp. 502-518).

4. Stab, C., & Gurevych, I. (2017). Parsing argumentation structures in 
persuasive essays. Computational Linguistics, 43(3), 619-659.

And choose one of the topics before December 6.
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